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Abstract The problem of the form of the ‘arctic’ curve of the six-vertex model with domain
wall boundary conditions in its disordered regime is addressed. It is well-known that in the
scaling limit the model exhibits phase-separation, with regions of order and disorder sharply
separated by a smooth curve, called the arctic curve. To find this curve, we study a multiple
integral representation for the emptiness formation probability, a correlation function de-
vised to detect spatial transition from order to disorder. We conjecture that the arctic curve,
for arbitrary choice of the vertex weights, can be characterized by the condition of conden-
sation of almost all roots of the corresponding saddle-point equations at the same, known,
value. In explicit calculations we restrict to the disordered regime for which we have been
able to compute the scaling limit of certain generating function entering the saddle-point
equations. The arctic curve is obtained in parametric form and appears to be a non-algebraic
curve in general; it turns into an algebraic one in the so-called root-of-unity cases. The arctic
curve is also discussed in application to the limit shape of q-enumerated (with 0 < q � 4)
large alternating sign matrices. In particular, as q → 0 the limit shape tends to a nontrivial
limiting curve, given by a relatively simple equation.

Keywords Six-vertex model · Domain wall boundary conditions · Correlation functions ·
Emptiness formation probability · Random matrix models · Spatial phase separation ·
Condensation hypothesis · Alternating-sign matrices · Limit shapes

1 Introduction

In strongly correlated systems, the effect of boundary conditions can be relevant even in the
thermodynamic limit. Consider for example a system whose parameters are tuned in such a
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way that at equilibrium it should be in a disordered phase, while its boundary conditions are
chosen so that only ordered configurations are admissible in the proximity of the boundary.
Due to the presence of strong correlations, it may happen that such boundary conditions
induce ordered regions extending macroscopically from the boundaries deeply inside the
bulk of the system. In such situation, spatial phase separation emerges, with ordered regions
contiguous to the boundary, sharply separated from a central disordered region by a smooth
curve, called arctic curve in the case of dimer models [1].

Essentially the same phenomena appear in other contexts, with different names, such
as limit shape (in the statistics of Young diagrams [2] and rhombi tilings [3]), or interface
(in random growth models for two-dimensional crystals [4]). More generally, the problem
consists in finding the limit shapes and fluctuations of random two-dimensional surfaces
arising, for instance, in plane partitions (or in three-dimensional Young diagrams, or in the
melting of a faceted crystal) [5–7], and also in dimer models on planar bipartite graphs with
fixed boundary conditions, when described in terms of the height function [8, 9]. For recent
developments see, e.g., [10, 11]. In these contexts, the arctic curve is usually referred to as
the frozen boundary of the limit shape.

The standard example of an arctic curve is the famous arctic circle which appeared in
the study of domino tilings of large Aztec diamonds [1, 12]. The name originates from the
fact that in most configurations the dominoes are ‘frozen’ outside the circle inscribed into
the diamond, while the interior of the circle is a disordered, or ‘temperate’, zone. Further
investigations of the domino tilings of Aztec diamonds, such as details of statistics near the
circle, were also performed [13–15].

In the present paper we address the problem of the form of the arctic curve in the six-
vertex model with domain wall boundary conditions. The case of generic Boltzmann weights
of the disordered regime is considered. We find an explicit expression for the curve in a
parametric form; in general, the curve appears to be non-algebraic. This property can be
ascribed to the fact that the six-vertex model cannot be reduced to a model of discrete free
(or Gaussian) fermions.

Indeed, in all examples considered to date, the arctic curves appear to be algebraic curves.
At the same time, these examples can be seen as particular realizations of models of discrete
free fermions, although on various types of lattice and with nontrivial boundary conditions.
Some of them can be even reformulated as the six-vertex model at its free-fermion point
with suitably chosen fixed boundary conditions (the correspondence being however usually
not bijective). In particular, this is the case of domino tilings of Aztec diamonds, and the cor-
responding boundary conditions of the six-vertex model are exactly the domain wall ones
[12, 16]. Thus the problem of the arctic curve extends naturally to the six-vertex model with
generic weights, and with fixed (in particular, domain wall) boundary conditions. The phe-
nomenon of phase separation for six-vertex model, in various regimes and with various fixed
boundary conditions, was studied previously mainly numerically [17–19]; some analytical
approaches to treat the problem were discussed in [20, 21].

Historically, the six-vertex model with domain wall boundary conditions was introduced
to prove the Gaudin hypothesis for norms of Bethe states [22]. The standard framework for
the model is the quantum inverse scattering method, invented in seminal paper [23]; for a
review and applications of the method see book [24]. The partition function of the model
was obtained in terms of a determinant, known as Izergin-Korepin formula [25, 26]. The
free energy per site was derived in [27, 28], where phase separation was proposed as a pos-
sible explanation for the observed influence of boundary conditions on the thermodynamic
properties. This, in turn, stimulated subsequent exact calculation of correlation functions of
the domain-wall six-vertex model for generic values of its weights. This was done, using
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the quantum inverse scattering method, for one- and two-point boundary correlation func-
tions [29, 30], and, more recently, also for a particular non-local correlation function, the
so-called emptiness formation probability [31].

The interest in the domain-wall six-vertex model is also motivated by its close relation-
ship with some problems in algebraic combinatorics. Apart from the already mentioned
domino tilings of Aztec diamond, the model was also found to be related with enumerations
of alternating sign matrices [12]. This observation was useful since it opened new possi-
bilities in proving long-standing conjectures in this subject [32, 33]; see also book [34] for
a review. In this context the arctic curve of the domain-wall six-vertex model is of great
interest since it describes the limit shape of very large alternating sign matrices [35, 36].

In the present paper, to address the problem of the arctic curve, we develop the idea
proposed in [31] of studying the scaling limit of the emptiness formation probability, a
correlation function with the capability of detecting spatial transition from order to disorder.
Namely, in the scaling limit the emptiness formation probability may have only a simple
step-function behaviour, when varying coordinates from ordered to disordered regions, with
the jump from one to zero occurring exactly at the arctic curve (actually, at one of its four
portions, see Sects. 2.3 and 4.1 for details). This can be seen as a particular case of the
general statement that the probability of finding a macroscopically large ordered sub-region
must vanish in the disordered region. The arctic curve can then be obtained from certain
multiple integral representation for the emptiness formation probability, as the condition
on the relevant parameters (scaled coordinates) ensuring such a stepwise behaviour in the
scaling limit.

This programme was first fulfilled in [37] for a particular choice of the parameter � of the
six-vertex model, the case � = 0, also known as the free-fermion point of the model. In that
paper it is observed that the arctic curve can be obtained by investigating the multiple integral
representation for emptiness formation probability derived in [31]. It was found that the
arctic curve corresponds to a rather peculiar solution of the system of saddle-point equations,
namely, the solution characterized by a trivial Green function, with just one pole. In other
words, the arctic curve appears to be in correspondence with the condition of ‘condensation’
of almost all saddle points at the same value in the complex plane. In the case of � = 0 this
correspondence, between the condensation and the arctic curve, admits a rigorous derivation
since in this case the saddle-point equations can be analysed using standard methods from
the theory of random matrix models (although some complication arises, due to the two-cut
nature of the problem, see Sect. 5.2, or also [37], for details).

In the case of generic values of �, i.e., away from the free-fermion point, the system
of coupled saddle-point equations describing the scaling limit of the emptiness formation
probability is extremely intricate and the standard tools of random matrix models (e.g., the
Green function approach) are inapplicable. We conjecture that the arctic curve can never-
theless be found as the condition of condensation of almost all roots of the saddle-point
equations to the same, known, value. As already observed in [36], certain specific properties
of the investigated multiple integral representation, guaranteeing the step-function behaviour
of the emptiness formation probability in the scaling limit, appear to be totally independent
of the values of the parameters of the model, in particular, of the value of �. We also pro-
pose a method for deriving the arctic curve without a direct use of the Green function, but
rather exploiting the fact that in the case of condensation the system of coupled saddle-point
equations simplifies to a single equation (that we call ‘reduced saddle-point equation’). This
equation must necessarily have two coinciding real roots, for consistency with condensa-
tion itself. The arctic curve is then given as the condition of coincidence of two roots of the
reduced saddle-point equation, where the value of this double root is the parameter which
parameterizes the curve.
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To obtain the explicit form of the reduced saddle-point equation, and hence to derive the
arctic curve, one has also to find the thermodynamic limit of certain function, which plays
the role of generating function of a particular one-point boundary correlation function. Here
we evaluate this limit for the whole disordered regime, thus extending the results of [36]
where two relevant particular cases away from the free-fermion point were considered. We
also give here a detailed exposition of the method.

The organization of the present paper mainly follows the logic of our derivation of the
main result. After recalling the definition of the model, Izergin-Korepin formula, and the
phase separation in Sect. 2, in Sect. 3 we introduce boundary correlation functions and ad-
dress the problem of finding the contact points of the arctic curve with the boundaries, in the
disordered regime. The definition of the emptiness formation probability, the multiple inte-
gral representation for this correlation function, and the corresponding scaling limit saddle-
point equations are given in Sect. 4. We devote Sect. 5 to a derivation of the arctic curve
at the free-fermion point of the model. Here we also explain how to derive the arctic curve
without any use of the Green function but through the simpler condition of coincidence of
two roots of the reduced saddle-point equation. In Sect. 6 we show that the two specific prop-
erties of the multiple integral representation for the emptiness formation probability which
are relevant for the correspondence between the arctic curve and condensation are totally
independent of the value of �. Here we also derive the reduced saddle-point equation and
obtain the arctic curve in the disordered regime (|�| < 1); formulae (6.17)–(6.19) constitute
the main result of the present paper.

In Sect. 7, we discuss some particular cases of the main result, also in connection with
application of the model to the problem of q-enumeration of alternating sign matrices (with
0 < q � 4). In particular, we show that the limit shape of q-enumerated alternating sign
matrices has a non-trivial limit as q → 0; with a suitable choice of coordinates the corre-
sponding limiting curve is just the cosine curve. In Sect. 8 we summarize the results and
provide some concluding remarks.

The text is followed by two appendices. In Appendix A we recall some results on the
connection between the Izergin-Korepin formula and the generating function of a particu-
lar one-point boundary correlation function. In Appendix B we obtain, for the disordered
regime, the thermodynamic limit of this generating function, which is essentially used for
the derivation of the main result.

2 Six-Vertex Model, Domain Wall Boundary Conditions, and Phase Separation

2.1 The Model

The six-vertex model is canonically formulated in terms of arrows pointing along the edges
of a square lattice. The arrows must obey the ‘ice-rule’: there are two arrows pointing away
from, and two arrows pointing into, each lattice vertex.

Equivalently, one can describe the states of the edges in terms of variables taking two
values, e.g., 0,1. We shall use the convention that such a variable takes value 0 (1) if the
arrow on the edge is pointing upward or right (downward or left). Let us consider a single
vertex of the square lattice and let μ, ν, ν ′ and μ′ be the variables attached to the left, bottom,
top, and right edges of the vertex respectively. Let w(μ,ν, ν ′,μ′) denote the Boltzmann
weight associated with the vertex. In the six-vertex model

w(μ,ν, ν ′,μ′) = 0 if μ + ν �= μ′ + ν ′. (2.1)
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Imposing the arrow-reversal invariance of the Boltzmann weights, we set

w(0,0,0,0) = w(1,1,1,1) = a,

w(0,1,1,0) = w(1,0,0,1) = b, (2.2)

w(0,1,0,1) = w(1,0,1,0) = c,

where a, b, and c are some real positive constants, referred often below as ‘weights’.
The partition function of the six-vertex model can be defined as

Z =
∑

{μ},{ν}

∏

i,j

w(μi,j , νi,j , ν
′
i,j ,μ

′
i,j ). (2.3)

Here the product is taken over vertices of the lattice and the sum is performed over values
of edge variables; the variables are subject to the linking conditions

μ′
i,j = μi−1,j , ν ′

i,j = νi,j−1. (2.4)

To define completely the model, one has also to specify the boundary conditions in (2.3).
We shall consider the so-called domain wall boundary conditions, defined below.

From the analysis of thermodynamic limit of the model with periodic boundary condi-
tions (see, e.g. [38]) it is well known that the model has three physical regimes, or phases;
two of them are regimes of order and one is a regime of disorder. Let us introduce the para-
meter

� = a2 + b2 − c2

2ab
. (2.5)

The case � > 1 is called ferroelectric regime. Depending on whether a > b or a < b, ground
state configurations are built from vertices of weight a, or b; in these configurations all ar-
rows are ordered ferroelectrically. The case � < −1 is called anti-ferroelectric regime. In
this case, the doubly-degenerated ground state is formed only by vertices of weight c, and
thus the directions of arrows alternate along vertical and horizontal rows of the lattice. Fi-
nally, the case |�| < 1 is called disordered (or critical) regime. In this case typical config-
urations contain vertices of all three weights; there is no particular order of arrows in these
configurations.

All over the paper we use the following parameterization for the weights:

a = sin(λ + η), b = sin(λ − η), c = sin 2η. (2.6)

We also have

� = cos 2η. (2.7)

The parameter λ has meaning of a rapidity variable and η is the so-called crossing parameter.
In the case of the disordered regime, i.e., when a, b, and c are such that |�| < 1, both λ

and η are real and satisfy

η � λ � π − η, 0 < η <
π

2
. (2.8)

The other two regimes, the ferroelectric and anti-ferroelectric ones, can be approached by
analytic continuation (modulo a purely imaginary common factor for each weight), choosing
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λ = iλ̃, η = iη̃ and λ = π/2 − iλ̃, η = π/2 + iη̃, respectively, where λ̃ and η̃ are real, and
satisfy some further restrictions to ensure positivity of the weights.

For later reference, let us briefly discuss some symmetries of the model. First, we mention
the so-called crossing symmetry. It is a symmetry of the Boltzmann weight under reflection
of the vertex with respect to the vertical (horizontal) line, reversing the values of the edge
variables on the horizontal (vertical) edges, and exchanging the values a ↔ b. For example,
the reflection with respect to the vertical line gives the crossing symmetry relation

w(μ,ν, ν ′,μ′|λ) = w(μ̄′, ν, ν ′, μ̄|π − λ). (2.9)

Here the bar means that the value of the edge variable must be reversed, i.e., μ̄ = 1 (μ̄ = 0) if
μ = 0 (μ = 1). Similarly, one can also consider the reflection with respect to the horizontal
line, that gives an analogous relation.

Another useful, and in fact even simpler, property of the six-vertex model Boltzmann
weight is its invariance under reflection of the vertex with respect to one or another diagonal,

w(μ,ν, ν ′,μ′|λ) = w(ν,μ,μ′, ν ′|λ) = w(ν ′,μ′,μ, ν|λ). (2.10)

We shall refer to this property as the diagonal-reflection symmetry.

2.2 Domain Wall Boundary Conditions

Consider the six-vertex model on a square lattice obtained by intersection of an equal num-
ber of vertical and horizontal lines. Domain wall boundary conditions correspond to fixing
the variables on the external edges of the lattice in a specific way, namely, with all arrows
on horizontal edges pointing outward the lattice, and all arrows on external vertical edges
pointing inward the lattice. Equivalently, these boundary conditions mean that all variables
attached to external edges on the top and on the left are set to 1, while those attached to
external edges on the bottom and on the right are set to 0.

Denoting by N the number of vertical, or, equivalently, horizontal lines of the lattice on
which the model with domain wall boundary conditions is considered, we denote by ZN the
partition function of this model,

ZN =
∑

{μ},{ν}

N∏

i,j=1

w(μi,j , νi,j , ν
′
i,j ,μ

′
i,j )

∣∣∣∣∣μN,∗=ν′∗,1=1

ν∗,N =μ′
1,∗=0

. (2.11)

Here the stars indicate that the subscripts must run over all possible values, e.g., μN,∗ = 1
means that μN,1 = μN,2 = · · · = μN,N = 1.

In parametrization (2.6), it can be shown that the partition function admits the following
exact representation [25]

ZN = [sin(λ − η) sin(λ + η)]N2

∏N−1
n=1 (n!)2

DN. (2.12)

Here DN = DN(λ) stands for the Hänkel determinant

DN :=

∣∣∣∣∣∣∣∣∣

ϕ(λ) ϕ′(λ) . . . ϕ(N−1)(λ)

ϕ′(λ) ϕ′′(λ) . . . ϕ(N)(λ)
...

...
. . .

...

ϕ(N−1)(λ) ϕ(N)(λ) . . . ϕ(2N−2)(λ)

∣∣∣∣∣∣∣∣∣

, (2.13)
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where function ϕ(λ) is given by

ϕ(λ) := sin 2η

sin(λ − η) sin(λ + η)
. (2.14)

Formula (2.12) follows from the more general result, known as Izergin-Korepin formula
(see Appendix A, equation (A.2)), which is valid for the model with inhomogeneous
weights [25]. The proof of Izergin-Korepin formula is essentially based on the quantum
inverse scattering method [23, 24]; see also [26] for details.

Using formula (2.12) one can study the partition function in the thermodynamic limit.
The quantity of interest is the free energy per site f , defined as

f := − lim
N→∞

lnZN

N2
. (2.15)

It can be shown [27, 28, 39] that the free energy per site of the model in the disordered
regime is given by the expression

f = − ln

(
α sin(λ + η) sin(λ − η)

sinα(λ − η)

)
, (2.16)

where we have used the notation

α := π

π − 2η
. (2.17)

For a derivation of formula (2.16) see also Appendix B.
Formula (2.16) was obtained for the first time in [27], where also the case of ferroelectric

regime was considered; the case of the anti-ferroelectric regime was studied in [28]. In these
studies, the following observation have been made: the free energy per site is greater in
the case of the domain wall boundary conditions, in comparison with the case of periodic
boundary conditions, both for the disordered and anti-ferroelectric regimes, but remains the
same for the ferroelectric regime,

fdomain wall > fperiodic, for � < 1. (2.18)

This result can be explained by the fact that in these two regimes, admissible configurations
are significantly constrained by the domain wall boundary conditions. Moreover, for large
lattices, these effects are macroscopically large, i.e., the model exhibits phase-separation
phenomena.

2.3 Phase Separation and Arctic Curves

The six-vertex model exhibits spatial separation of phases for a wide choice of fixed bound-
ary conditions [17]. Roughly speaking, the effect is related to the fact that ordered configura-
tions on the boundary can induce, through the ice-rule, a macroscopic order inside the lattice.
Analytically, as already mentioned, a signal for presence of phase separation is a change of
the free energy per site, in comparison with the case of periodic boundary conditions.

The notion of phase separation acquires a precise meaning in the scaling limit. This is
a thermodynamic limit which is to be treated as a continuum limit, namely, in this limit
the number of lines of the lattice (in each direction) tends to infinity and the lattice spacing
vanishes, while the total size of the system (in each direction) is kept fixed.
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Fig. 1 The four regions of
ferroelectric order and the region
of disorder for the model in the
scaling limit, in the disordered
regime

For the domain-wall six-vertex model we take N → ∞, but the whole lattice is scaled
to a finite square, e.g., with sides of length 1. Typical configurations are constrained to have
macroscopic regions of ferroelectric order near the boundary. More precisely, if the para-
meters of the model are tuned to the ferroelectric regime then there is full compatibility
between boundary and bulk phase, no conflict arises, and the whole system is in the fer-
roelectric order. If, however, the parameters of the model are tuned to the disordered or
the anti-ferroelectric regimes, then there is a competition with the ferroelectric ordering in-
duced by the boundaries, and phase separation emerges. The present understanding of the
phase-separation phenomenon in these two regimes is mostly due to numerics [18, 19]; the-
oretical considerations based on a variational principle approach can be found in [20, 21].
Below we describe the case of disordered regime, and mention briefly the situation in the
anti-ferroelectric regime at the end.

In the case of the disordered regime, in the scaling limit five regions appear: four regions
of ferroelectric order, FNW,FNE,FSE,FSW in the four corners of the square, and one region
of disorder D, in the centre, see Fig. 1. The region of disorder is sharply separated by some
smooth curve A, called the arctic curve. The arctic curve and the square have four contact
points, located each one on a side of the square.

The arctic curve in the disordered regime consists of four portions,

A = ΓNW ∪ ΓNE ∪ ΓSE ∪ ΓSW, (2.19)

where Γi separates the region Fi (i = NW,NE,SE,SW) from the internal region of disor-
der D.

To describe, for example, the curve ΓNW, one can introduce a function ϒ(x,y;λ) where
x and y are coordinates in the scaling limit and λ is the parameter of the weights,

ΓNW : ϒ(x,y;λ) = 0, x, y ∈ [0, κ]. (2.20)

It is to be emphasized, that the explicit form of ϒ(x,y;λ) is significantly determined by the
value of η. Given function ϒ(x,y;λ) one can readily obtain all other portions of the arctic
curve. Due to the crossing symmetry, relation (2.9), we have

ΓNE : ϒ(1 − x, y;π − λ) = 0, x ∈ [1 − κ,1], y ∈ [0, κ]. (2.21)
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Exploiting the diagonal-reflection symmetry, we further have

ΓSE : ϒ(1 − x,1 − y;λ) = 0, x, y ∈ [1 − κ,1]. (2.22)

Finally, and essentially similarly, we have

ΓSW : ϒ(x,1 − y;π − λ) = 0, x ∈ [0, κ], y ∈ [1 − κ,1]. (2.23)

Thus, knowledge of function ϒ(x,y;λ) allows one to determine the whole arctic curve A.
It turns out that function ϒ(x,y;λ) is algebraic (for example, quadratic in x and y)

only for special values of η, while in general it is a rather complicated non-algebraic, or
transcendental, function. To describe the curve ΓNW, in practical calculation, we shall use
the parametric form

x = X(ζ), y = Y (ζ ), ζ ∈ [0, ζ0], (2.24)

where X(ζ), Y (ζ ) and ζ0 depend on the parameters of the model, λ and η. This must be taken
into account when reconstructing the whole arctic curve A as explained above. Functions
X(ζ) and Y (ζ ) will be monotonously decreasing and increasing functions, respectively,
satisfying X(0) = κ , Y (0) = 0 and X(ζ0) = 0, Y (ζ0) = κ . Furthermore, these two functions
are in fact just a single function, since, due to reflection symmetry, we have the relation
X(ζ) = Y (ζ0 − ζ ). The explicit results are given in Sect. 6, and some interesting particular
cases are discussed in Sect. 7.

To conclude here, we mention briefly that in the case of the anti-ferroelectric regime
the picture of phase separation, though reminding the situation of the disordered regime, is
more complicated. The competition between the anti-ferroelectric central region and the fer-
roelectric boundary regions induces the emergence of an intermediate disordered region. As
a result, there are two phase-separation curves: an outer one, which is the usual arctic curve,
separating the ferroelectric and disordered phases, and an inner one separating the disor-
dered and anti-ferroelectric phases. We refer for further details to [18, 19] where numerical
simulations for this regime were performed.

3 Boundary Correlation Functions

3.1 Definitions and Properties

Before addressing the whole problem of the arctic curve, it is useful to restrict first to the sim-
pler problem of the position of the contact points. This problem can be treated by studying
correlation functions describing probabilities of certain configurations near the boundaries,
the so-called boundary correlation functions.

Following [29], we consider two kinds of boundary correlation functions, denoted as
H

(r)
N and G

(r)
N (in these notations the superscript in parenthesis, r , refers to some distance on

the lattice, and should not be confused with an r th derivative with respect to any variable).
As it will become clear later, the first correlation function will play a somewhat fundamental
role, through its generating function hN(z) which enters various correlation functions, while
the second one is more specific but relevant for addressing the problem of the contact points.

The first correlation function, H(r)
N , is designed to reflect the fact that the configurations of

the model with domain wall boundary conditions admit one and only one c-weight vertex on
each of the four boundary lines of the lattice. Specifically, we define H

(r)
N as the probability
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that the sole c-weight vertex of the first horizontal line from the top occurs at the r th position
from the right. It can be introduced by the formula

H
(r)
N = Z−1

N

∑

{μ},{ν}
δ(μr,1,1)δ(μ′

r,1,0)

N∏

i,j=1

w(μi,j , νi,j , ν
′
i,j ,μ

′
i,j )

∣∣∣∣∣μN,∗=ν′∗,1=1

ν∗,N =μ′
1,∗=0

, (3.1)

where δ(μ,μ′) stands for the Kronecker symbol,

δ(μ,μ′) :=
{

1 if μ = μ′,
0 if μ �= μ′.

(3.2)

This correlation function, satisfies the sum-rule

N∑

r=1

H
(r)
N = 1, (3.3)

which simply expresses the fact that the total probability of finding a c-weight vertex any-
where in the first horizontal is exactly one.

Some properties of correlation function H
(r)
N can be obtained using the symmetries of the

model. In particular, crossing symmetry implies

H
(r)
N (λ) = H

(N−r+1)
N (π − λ). (3.4)

Using the diagonal-reflection symmetry, one finds that function H
(r)
N also gives, for example,

the probability that the sole c-weight vertex on the rightmost vertical line occurs at r th
position from the top.

The second correlation function, G
(r)
N , is defined as the probability of finding a given

state on a horizontal edge of the first line, i.e., it is a particular case of polarization. For
r = 1, . . . ,N − 1 we define this correlation as the probability of having the edge variable
fixed to one, on the edge connecting r th and (r + 1)th vertices (from the right) of the first
horizontal line (from the top),

G
(r)
N = Z−1

N

∑

{μ},{ν}
δ(μr,1,1)

N∏

i,j=1

w(μi,j , νi,j , ν
′
i,j ,μ

′
i,j )

∣∣∣∣∣μN,∗=ν′∗,1=1

ν∗,N =μ′
1,∗=0

. (3.5)

We can also set G
(N)
N = 1 and G

(0)
N = 0 since the edge variables on the leftmost and the right-

most external edges are already fixed by the boundary conditions to μN,1 = 1 and μ′
1,1 = 0.

As noticed in [29], correlation functions H
(r)
N and G

(r)
N are in fact closely related. Indeed,

since δ(μr,1,1) + δ(μr,1,0) = 1, formulae (3.1) and (3.5) imply that G
(r)
N = H

(r)
N + G

(r−1)
N .

Taking into account that G
(0)
N = 0, one can equivalently bring this relation into the form

G
(r)
N = H

(r)
N + H

(r−1)
N + · · · + H

(1)
N . (3.6)

Recalling relation (3.3), we obtain that (3.6) implies that G
(N)
N = 1, in agreement with the

definition of this correlation function.
As we shall see below, in the scaling limit function G

(r)
N turns into a step function; the

point where its value jumps from 0 to 1 is exactly the contact point of the arctic curve.
Relation (3.6) and certain properties of function H

(r)
N will allow us to find the location of

this point.
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3.2 Function hN(z) and Its Large N Limit

The correlation function H
(r)
N can be equivalently considered through its generating function

hN(z) :=
N∑

r=1

H
(r)
N zr−1. (3.7)

Due to (3.3), the generating function satisfies the normalization condition hN(1) = 1. For
later referring, let us also mention the property

hN(0) = H
(1)
N = ca2N−2ZN−1

ZN

. (3.8)

This property simply follows from the fact that the c-weight vertex appearing in the cor-
ner induces domain wall boundary conditions on the remaining (N − 1)-by-(N − 1) sub-
lattice [40]. We have also the relation

hN(z;λ) = zN−1hN(z−1;π − λ), (3.9)

which is a direct consequence of relation (3.4).
Given function hN(z), and taking into account relation (3.6), one can readily represent

correlation function G
(r)
N as follows

G
(r)
N = − 1

2π i

∮

C0

hN(z)

(z − 1)zr
dz. (3.10)

Here C0 is a simple closed counterclockwise-oriented contour surrounding point z = 0, and
lying in its small vicinity. In the next section, a much less trivial example of correlation
function will be given, where a multi-variable generalization of function hN(z) will appear.

In [29], where the boundary correlation functions were introduced, it was shown that they
can be expressed similarly to formula (2.12) for the partition function, but with properly
modified entries in the last column of the determinant. Here we rely on a similar but actually
different representation, which relates generating function hN(z) with the partition function
of the ‘partially’ inhomogeneous model with a single parameter of inhomogeneity. This
representation is discussed in detail in Appendix A, see (A.8) and (A.12).

The following result plays a crucial role for what follows.
In the disordered regime, i.e., with λ and η satisfying (2.8), the function lnhN(z), for z

real and non-negative, has the following N → ∞ behaviour

lnhN(γ (ξ)) = N ln

(
sinα(λ − η) sin(ξ + λ − η) sinαξ

α sin(λ − η) sinα(ξ + λ − η) sin ξ

)
+ o(N), (3.11)

where

γ (ξ) = sin(λ + η) sin(ξ + λ − η)

sin(λ − η) sin(ξ + λ + η)
(3.12)

and α has been defined in (2.17).
The proof of (3.11) is given in Appendix B.
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3.3 Contact Points

To find the contact points in the disordered regime, i.e., the value of constant κ , we study
correlation function G

(r)
N in the scaling limit. Let us define function G(x) (0 � G(x) � 1) as

the scaling limit of correlation function G
(r)
N ,

G(x) := lim
r,N→∞

G
(r)
N , x = N − r

N
, x ∈ [0,1]. (3.13)

In the scaling limit, the dominating configurations are such that all edge variables for hor-
izontal edges of the first line are fixed to 1 in the region FNW, and to 0 in the region FNE.
Therefore, G(x) must have a simple stepwise behaviour, with the jump occurring precisely
at the contact point,

G(x) =
{

1 for 0 � x < κ,

0 for κ < x � 1.
(3.14)

Hence, the value of κ can be found by addressing the question of how correlation function
G

(r)
N may exhibit a stepwise behaviour, as N,r → ∞.
To address this question, we consider integral representation (3.10), and apply the saddle-

point technique to analyze its behaviour in the scaling limit. Formally, the saddle-point equa-
tion reads

−1 − x

z
+

(
lim

N→∞
lnhN(z)

N

)′
= 0. (3.15)

In principle, to investigate the solution of the saddle-point equation, one would need to know
the last term in (3.15) for z everywhere in the complex plane. However, it turns out that in
addressing the problem of contact points the complete saddle-point analysis can be avoided,
once the mechanism at the origin of the stepwise behaviour of function G(x) is understood.
Furthermore, formula (3.11), which was derived under the assumption of z being real and
positive, appears to be sufficient.

Indeed, let us first restrict to the case � = 0, where function hN(z) is given by a simple
explicit expression, hN(z) = [ 1

2 (1 − sin 2λ)z + 1
2 (1 + sin 2λ)]N−1, see [29, 41] for a proof.

From this expression it follows that the saddle-point equation has only one solution, which
we denote by zs.p.. It can be seen that zs.p., which depends on the value of x ∈ [0,1], is
always real and positive, with the corresponding steepest-descent contour perpendicular to
the real axis. When deforming the contour C0 in (3.10) to the steepest-descent contour, the
position of the saddle-point zs.p. with respect to the pole at z = 1 of the integrand appears to
be crucial. Namely, for zs.p. < 1, the pole at z = 1 can simply be ignored in the deformation
of the contour, and the saddle-point evaluation of the integral vanishes in the scaling limit.
On the other hand, for zs.p. > 1, in deforming the contour through the saddle-point, we
necessarily cross the pole at z = 1, thus picking a contribution equal to minus the residue of
the integrand at this pole. This mechanism is at the origin of the stepwise behaviour of G(x),
with the step occurring when x is such that zs.p. = 1. This last condition thus determines the
position of the contact point.

When considering the problem for generic values of �, we note that hN(z), being a
polynomial, is analytic, and the only pole to be taken into account in the integrand of (3.10)
is again the one at z = 1, with residue −1, due to the property hN(1) = 1. Moreover, it can be
verified that saddle-point equation (3.15) has only one solution when z is real and positive,
as assumed in formula (3.11). The stepwise behaviour of G(x) can thus be ascribed again
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to the fact that, for some particular value x = κ ∈ [0,1], this real and positive saddle-point
occurs at z = 1. This immediately determines the value of the contact point,

κ = 1 −
(

lim
N→∞

lnhN(z)

N

)′ ∣∣∣∣
z=1

. (3.16)

It is apparent that, for the evaluation of the contact point, the knowledge of the large N

behaviour of lnhN(z) for z real and positive, formula (3.11), is sufficient.
From expression (3.16), and asymptotic behaviour (3.11), in the case of generic value of

� in the disorder regime, we obtain the following explicit expression

κ = α cotα(λ − η) − cot(λ + η)

cot(λ − η) − cot(λ + η)
. (3.17)

Note that, under the replacement λ 
→ π − λ, we have κ 
→ 1 − κ , as expected, due to the
crossing symmetry. In particular, for λ = π/2 we have κ = 1/2 for all values of η in the
disordered regime.

4 Emptiness Formation Probability

4.1 Definition and Basic Properties

We want now to address the problem of finding the arctic curve A for the domain-wall six-
vertex model. The most direct way would be to consider a one-point correlation function,
such as polarization of all horizontal (or vertical) edges on the lattice, compute for it a
suitable representation, and finally investigate its behaviour in the scaling limit. This would
give access not only to the arctic curve A but to the whole ‘limit shape’ of the model, in its
‘height function’ formulation, in the sense of [21]. The main obstruction for such strategy
resides in the difficulty of computing explicitly such one-point correlation function. If one
restricts to the arctic curve, however, it is possible to devise some other correlation function,
maybe rougher than polarization, but nevertheless refined enough to discriminate the spatial
transition between order and disorder, and simpler to calculate.

Indeed, consider the emptiness formation probability (EFP), namely, the probability
F

(r,s)
N of having the edge variables fixed to 1 on the first s horizontal edges, from the top

of the lattice, and located between the r th and (r + 1)th vertical lines, from the right [31]

F
(r,s)
N = Z−1

N

∑

{μ},{ν}
δ(μr,1,1)δ(μr,2,1) · · · δ(μr,s,1)

N∏

i,j=1

w(μi,j , νi,j , ν
′
i,j ,μ

′
i,j )

∣∣∣∣∣μN,∗=ν′∗,1=1

ν∗,N =μ′
1,∗=0

.

(4.1)

Evidently, EFP is just a particular case of a general s-point correlation function, but it enjoys
specific properties, outlined below, which are suitable to address the problem of the arctic
curve of the model in the disordered regime.

By construction, EFP as defined in (4.1) actually measures the probability that the edge
variables of all edges in the top-left (N − r) × s sub-lattice are fixed to 1. This follows
directly from the definition of the six-vertex model, see condition (2.1), and the domain
wall boundary conditions. In other words, EFP measures the probability that the top-left
(N − r) × s sub-lattice has ferroelectric order,
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To find the arctic curve, one must address the asymptotic behaviour of EFP in the scaling
limit. Namely, we are interested in the limit N,r, s → ∞, while keeping the ratios fixed. We
set

x := N − r

N
, y := s

N
, x, y ∈ [0,1]. (4.2)

In this limit, coordinates x and y will parameterize the unit square to which the lattice is
rescaled. Correspondingly, EFP is expected to approach some limiting function

F(x, y) := lim
N,r,s→∞

F
(r,s)
N . (4.3)

Since EFP measures the probability that the top-left (N − r)× s sub-lattice has ferroelec-
tric order, in the scaling limit, F(x, y) should tend to 1 whenever (x, y) ∈ FNW. On the other
hand, in the disorder region, by definition, the number of edges breaking the ferroelectric or-
der is macroscopic. Thus, as soon as (x, y) enters the disordered region D, function F(x, y)

should immediately vanish. As a result, in the disordered regime, the limiting function is
just the step function,

F(x, y) =
{

1 if x, y ∈ FNW,

0 if x, y ∈ D ∪ FNE ∪ FSE ∪ FSW,
(4.4)

where we have used notations of Fig. 1.
Hence, EFP can be used to find curve ΓNW, which separates region FNW from the remain-

ing part of the unit square. We recall, see Sect. 2.3, that knowledge of curve ΓNW allows one
to recover other portions ΓNE, ΓSE, and ΓSW, thus solving the problem of the arctic curve of
the model.

Curve ΓNW can be found by analysing a suitable representation for EFP in the scaling
limit. Moreover, formula (4.4) implies that in such an analysis, similarly to the case of the
contact point considered in Sect. 3.3, understanding the mechanism at the origin of the
stepwise behaviour of EFP in the limit is sufficient for finding the curve.

4.2 Multiple Integral Representations

In the following we resort to the representation for the emptiness formulation probability
in terms of s-fold integral obtained in [31]. The calculation itself is based on the quantum
inverse scattering method [23, 24] and it represents further development of ideas of [29, 42]
where boundary correlation functions were studied. In fact, for what follows we need two
equivalent multiple integral representations, which differ only in their integrand, one being
just the totally symmetrized version of the other.

To give these representations we need to introduce some notations first. For s = 1, . . . ,N ,
let us define functions hN,s(z1, . . . , zs), where the second subscript refers to the number of
arguments, by the formula

hN,s(z1, . . . , zs) :=
∏

1�i<k�s

1

zk − zi

×

∣∣∣∣∣∣∣∣∣

zs−1
1 hN−s+1(z1) . . . zs−1

s hN−s+1(zs)

zs−2
1 (z1 − 1)hN−s+2(z1) . . . zs−2

s (zs − 1)hN−s+2(zs)
...

. . .
...

(z1 − 1)s−1hN(z1) . . . (zs − 1)s−1hN(zs)

∣∣∣∣∣∣∣∣∣

. (4.5)
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Note that we also have hN,1(z) = hN(z). The functions hN,s(z1, . . . , zs) are symmetric poly-
nomials of degree (N − 1) in each variable z1, . . . , zs . In fact, these functions can be re-
cursively constructed starting with function hN,N(z1, . . . , zN), since, due to the structure
of (4.5), it is easy to observe the relation

hN,s(z1, . . . , zs−1,1) = hN,s−1(z1, . . . , zs−1). (4.6)

One more relation of the same kind is

hN,s(z1, . . . , zs−1,0) = hN(0)hN−1,s−1(z1, . . . , zs−1), (4.7)

where the value of hN(0) is given by formula (3.8). As shown in [31, 43], functions
hN,s(z1, . . . , zs) are closely related to the partition function of the partially inhomogeneous
six-vertex model with domain wall boundary conditions, with s nonzero inhomogeneities.
This relationship is sketched in Appendix A.

We are now ready to turn to the multiple integral representations. The first multiple inte-
gral representation reads:

F
(r,s)
N = (−1)s

(2π i)s

∮

C0

· · ·
∮

C0

s∏

j=1

[(t2 − 2�t)zj + 1]s−j

zr
j (zj − 1)s−j+1

×
∏

1�j<k�s

zj − zk

t2zj zk − 2�tzj + 1
hN,s(z1, . . . , zs)dz1 · · ·dzs. (4.8)

Here C0, as before, denotes a simple anticlockwise oriented contour surrounding the point
z = 0 and no other singularity of the integrand. We use, besides the anisotropy parameter �,
the asymmetry parameter

t := b

a
. (4.9)

The second, essentially equivalent, representation reads:

F
(r,s)
N = (−1)s(s+1)/2Zs

s!(2π i)sas(s−1)cs

∮

C0

· · ·
∮

C0

s∏

j=1

[(t2 − 2�t)zj + 1]s−1

zr
j (zj − 1)s

×
s∏

j,k=1
j �=k

1

t2zj zk − 2�tzj + 1

∏

1�j<k�s

(zk − zj )
2

× hN,s(z1, . . . , zs)hs,s(u1, . . . , us)dz1 · · ·dzs . (4.10)

Here Zs denotes the partition function of the six-vertex model with domain wall boundary
conditions on an s × s lattice, and

uj := − zj − 1

(t2 − 2�t)zj + 1
. (4.11)

The integrand of (4.10) is just the symmetrized version of the integrand of (4.8), with respect
to permutations of the integration variables z1, . . . , zs . This follows through certain sym-
metrization procedure, see Appendix D of [44], and an additional identity proven in [31].

Representations (4.8) and (4.10) hold for all the three regimes of the model.
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4.3 Saddle-Point Equations

We are interested in the behaviour of EFP in the so-called scaling limit, that is in the limit
where r , s and N are all large, with the ratios r/N and s/N kept finite (and smaller than 1).
In this limit, in principle, EFP can be analysed through the saddle-point method applied to
multiple integral representation (4.10).

To find the corresponding system of saddle-point equations, we apply standard arguments
(familiar, for example, from the matrix model context) to the integrand of (4.10). We have to
use the fact that quantities like lnhN,s(z1, . . . , zs) are of order s2, and that their derivatives
with respect to zj ’s are of order s. As a result, we arrive at the following system of coupled
saddle-point equations

− s

zj − 1
− r

zj

+ s(t2 − 2�t)

(t2 − 2�t)zj + 1

−
s∑

k=1
k �=j

(
t2zk − 2�t

t2zj zk − 2�tzj + 1
+ t2zk

t2zj zk − 2�tzk + 1
+ 2

zk − zj

)

+ ∂ lnhN,s(z1, . . . , zs)

∂zj

− t2 − 2�t + 1

[(t2 − 2�t)zj + 1]2

∂ lnhs,s(u1, . . . , us)

∂uj

= 0, (4.12)

where j = 1, . . . , s. In writing this expression we neglect all sub-leading contributions (i.e.,
estimated as o(s)).

As we shall see, although the saddle-point analysis of the multiple integral representation
for EFP cannot be actually performed in the full rigour in general, nevertheless we will be
able to find the condition on the ratios r/N and s/N which corresponds to the jump from
0 to 1 of EFP in the scaling limit, i.e., to derive the equation for the arctic curve. In many
respects, the whole procedure will remind the saddle-point analysis of the single integral
(3.10) which allowed us to find the location of the contact point.

5 An Example: The Case � = 0

5.1 Preliminaries

Before to proceed with the general case, it is useful to consider technically the simplest case
� = 0. The approach described in this section was given in detail in [37]. Our aim here is to
recall the main steps of the approach and formulate a modified version of it, which appears
sufficiently simple and powerful to be applied to the much more complicated case of generic
values of � in the disordered regime, |�| < 1.

In the case � = 0, or, equivalently, η = π/4, function hN(z) is known explicitly. It has a
very simple form (see, e.g., [41])

hN(z) =
(

t2z + 1

t2 + 1

)N−1

, t = tan

(
λ − π

4

)
. (5.1)

The determinant entering the definition of functions hN,s(z1, . . . , zs) turns out to reduce
simply to a Vandermonde determinant; straightforward calculation gives us

hN,s(z1, . . . , zs) =
s∏

j=1

(
t2zj + 1

t2 + 1

)N−s ∏

1�j<k�s

t2zj zk + 1

t2 + 1
. (5.2)
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From this formula, using uj = (1 − zj )/(t
2zj + 1), we also have

hs,s(u1, . . . , us) =
s∏

j=1

1

(t2zj + 1)s−1

∏

1�j<k�s

(t2zj zk + 1). (5.3)

Taking into account that in the considered case Zs = 1 (see, e.g., [29]) and hence
Zs/a

s(s−1)cs = (t2 + 1)s(s−1)/2, we obtain, as a result, that representation (4.10) at � = 0
reads:

F
(r,s)
N = (−1)s(s+1)/2

s!(2π i)s(t2 + 1)s(N−s)

∮

C0

· · ·
∮

C0

s∏

j=1

(t2zj + 1)N−s

zr
j (zj − 1)s

×
∏

1�j<k�s

(zj − zk)
2 dz1 · · ·dzs. (5.4)

Due to the last factor of the integrand, which is the squared Vandermonde determinant,
formula (5.4) naturally recalls the random matrix model partition function, that will be ex-
ploited in what follows.

Here we would like also to mention that the last expression can be brought into the form

F
(r,s)
N = detQ (5.5)

where matrix Q is an s-by-s matrix with the entries

Qjk = − 1

2π i(t2 + 1)N−s

∮

C0

(t2z + 1)N−s

zr (z − 1)s
(z − θ)j−k+s−1 dz. (5.6)

Here θ is an arbitrary parameter whose value does not affect the determinant in (5.5). Note
that matrix Q has the structure of a Toeplitz matrix, i.e., its entries depend on the indices
only through their difference.

The determinant formula (5.5) has the following important implication. Let us consider
the quantity

I
(r,s)
N := (−1)s(s+1)/2

s!(2π i)s(t2 + 1)s(N−s)

∮

C−
1

· · ·
∮

C−
1

s∏

j=1

(t2zj + 1)N−s

zr
j (zj − 1)s

×
∏

1�j<k�s

(zj − zk)
2 dz1 · · ·dzs . (5.7)

This quantity differs from (5.4) only in the integration contours: here C−
1 is a closed clock-

wise oriented contour (the minus sign in the superscript indicates negative direction) in the
complex plane enclosing point z = 1, and no other singularity of the integrand. Since the
integrand is kept intact, we have

I
(r,s)
N = detS, (5.8)

where entries of matrix S differ from those of matrix Q only in the integration contour,

Sjk = − 1

2π i(t2 + 1)N−s

∮

C−
1

(t2z + 1)N−s

zr (z − 1)s
(z − θ)j−k+s−1 dz. (5.9)
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Here θ is again an arbitrary parameter, whose value does not affect the determinant in (5.8).
Setting θ = 1, matrix S reduces to an upper-triangular matrix, with all its diagonal entries
equal to 1. Hence

I
(r,s)
N = 1, (5.10)

for all r, s = 1, . . . ,N . Identity (5.10), together with some other properties of representa-
tion (5.4), turns out to be one of the main ingredients entering the derivation of the arctic
curve.

5.2 Matrix Model Approach

We want now to address the asymptotic behaviour in the scaling limit, as defined in Sect. 4.1,
of multiple integral representation (5.4) for EFP in the case � = 0. Inspired by the obvious
analogy with the large s limit of the partition function of an s × s Random Matrix Models,
we rewrite multiple integral representation (5.4) as follows:

F
(r,s)
N = (−1)s(s+1)/2

s!(1 + t2)(1/y−1)s2
(2πi)s

∮

C0

· · ·
∮

C0

exp

{
− s

s∑

j=1

V (zj )

}

×
∏

1�j<k�s

(zj − zk)
2 dz1 · · ·dzs (5.11)

where the potential is given by

V (zj ) = ln(zj − 1) + 1 − x

y
ln zj −

(
1

y
− 1

)
ln(t2zj + 1). (5.12)

Here we have used the scaling variables x and y introduced in (4.2). The corresponding
system of coupled saddle-point equations reads

− 1

zj − 1
− 1 − x

yzj

+ (1 − y)t2

y(t2zj + 1)
+ 2

s

s∑

k=1
k �=j

1

zj − zk

= 0, (5.13)

where j = 1, . . . , s.
The standard physical picture reinterprets the saddle-point equations as the equilibrium

conditions for the position of s particles, each with charge 1/s, with logarithmic electrostatic
repulsion, in an external potential. In the present case the latter is built from three logarithms,
and can be seen as generated by three external charges, 1, (1 − x)/y, and −(1/y − 1)

at positions 1, 0, and −1/t2, respectively. It is natural to refer to this model as the triple
Penner model. Although the simple Penner [45] matrix model has been widely investigated,
not so much is known about the more complicate multiple or generalized Penner models.
The main ideas we shall use in the following are based on the phenomenon of eigenvalues
condensation, typical of Penner models, and nicely described in [46, 47].

To investigate the structure of solutions of the saddle-point equations (5.13) for large s,
one can start with introducing the Green function

G(z) := 1

s

s∑

j=1

1

z − zj

, (5.14)
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which, if the zj ’s solves (5.13), has to satisfy some particular differential equation, which
can be derived by standard means. In the scaling limit, such differential equation reduces to
an algebraic one for the limiting Green function. In principle, the latter can be solved, and
an expression for G(z) can be obtained in the large s limit. In this limit, the poles of G(z),
organize into cuts in the complex plane, and the discontinuities across such cuts define,
when real and positive, the density of solutions of the saddle-point equation as s → ∞.
In the present case, however, the Green function G(z) is not completely determined by the
above procedure, since it contains an extra parameter, which can be fixed only implicitly.
This is a direct consequence of the ‘two-cut’ nature of the problem (see [37] for details).
The problem of explicitly finding the density of solutions of saddle-point equation (5.13)
as s → ∞, for generic values of x, y, is therefore a formidable one, not to mention the
evaluation of the corresponding ‘free energy’, and of the saddle-point contribution to the
integral in (5.11).

The problem we are addressing is fortunately much more modest: we are presently inter-
ested only in the expression of curve ΓNW, which, as explained in Sect. 4.1, corresponds to
the curve in the unit square, where, in the scaling limit, EFP has a unit jump. As discussed
in Sect. 3.3, concerning the scaling limit of the boundary correlation function G

(r)
N = F

(r,1)
N ,

its stepwise behaviour was related to the position of the saddle-point solution with respect to
the pole at z = 1. It is easy to verify that the same mechanism holds for F

(r,s)
N for any finite

value of s: indeed, in the r,N → ∞ limit, with s and r/N = 1 − x kept fixed (and, obvi-
ously, s/N = y → 0), saddle-point equations (5.13) decouple into s identical saddle-point
equations of the form (3.15). The line of reasoning discussed in Sect. 3.3 can be applied
again, and due also to identity (5.10), it is clear that the unit jump defining the position of
the contact point occurs now when all s saddle-point solutions are located at z = 1.

Before going on to the large s situation, it is worth to recall a peculiar property of the
saddle-point solutions for generic Penner models (see [46] and [47] for further details). In
these models the logarithmic wells in the potential can behave as condensation germs for
the saddle-point solutions. It can be shown that condensation can occur only for charges less
than or equal to 1, the value of the charge corresponding to the fraction of condensed solu-
tions. Within the electrostatic analogy, this corresponds to the capability for the logarithmic
potential well created by external charge Q to screen exactly a fraction Q of the s particles
of charge 1/s.

In our case, the only possibility for condensation of solutions of the saddle-point equa-
tions is given by the charge at z = 1 in the triple Penner potential, since the charge at
z = −1/t2 is always repulsive, while the one at z = 0 is larger than 1 in the region where
ΓNW lies. Note further that in our case the charge at z = 1 is exactly 1, allowing for total
condensation of solutions of the saddle-point equations. This consideration, and the crucial
identity (5.10), strongly suggests that the mechanism producing the stepwise behaviour of
F

(r,s)
N in the scaling limit is still the same as in the case of finite s, and thus that the curve

ΓNW occurs in correspondence to the condensation of (almost) all solutions of saddle-point
equations (5.13) at the point z = 1.

In the framework of the Green function approach, our claim can be rephrased as follows:
the curve ΓNW can be derived from the condition that x and y should be such that in the
scaling limit Green function (5.14) reduces to

G(z) = 1

z − 1
. (5.15)

Indeed, in [37] it is shown that this requirement translates into the following condition:

(1 + t2)(x + y − 1)2 + t2(1 + t2)(x − y)2 = t2, (5.16)
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for x, y ∈ [0, κ]. Recalling how the remaining portions of the arctic curve can be recon-
structed (see discussion in Sect. 2.3), we also find that (5.16) describes the whole curve
A, i.e., it is valid for all x, y ∈ [0,1]. At λ = π/2, or t = 1, it turns into (x − 1/2)2 +
(y − 1/2)2 = 1/4, which is the arctic circle of [1].

5.3 Condensation of Roots and Arctic Curve

As just discussed, the arctic curve ΓNW occurs in correspondence to the situation where
almost all roots of saddle-point equations (5.13) condense at point z = 1. It turns out that
this observation can be used to formulate a simpler approach, which does not involve the
Green function, and can be extended to more general situations (beyond the case � = 0).

The origin of the observed correspondence between the arctic curve ΓNW and the con-
densation of almost all roots of saddle-point equations relies on the two following important
ingredients. On one hand, by construction, EFP in the scaling limit has a stepwise behaviour,
the unit jump occurring in correspondence to ΓNW. On the other hand, generalized Penner
models (whose saddle-point equations share some essential features with the ones under
consideration) allow for partial or total condensation of roots. The role of the unit charge
potential in a generalized Penner model with total condensation is played in our case by the
s poles at z = 1 in representation (5.4), which all turn out to be poles of order s.

Having in mind these essential features, the correspondence between the arctic curve and
the condensation of roots can be seen as the consequence of the following properties of
multiple integral representation for EFP:

• in each integration variable z1, . . . , zs the integrand has a pole at z = 1, and the cumulative
residue over all these variables at this pole is equal to 1;

• the pole at z = 1 for each integration variable z1, . . . , zs is of order s.

The first property means that the scaling limit of EFP is governed by the position of the
roots of saddle-point equations with respect to the pole at z = 1, and, furthermore, identity
(5.10) implies that deforming the integration contours trough this pole produces exactly the
expected stepwise limiting expression for EFP. The second property means that point z = 1
is the point where the condensation of almost all roots of the corresponding saddle-point
equations may occur.

The properties listed above, together with the expected limiting expression (4.4), implies
that the arctic curve can be found through the condition of condensation of almost all roots
of the saddle-point equations at z = 1. Let nc and nu denote the number of condensed and
uncondensed roots, respectively, nc + nu = s. Condensation of ‘almost all’ roots, simply
means that

nc

s
∼ 1,

nu

s
∼ 0, s → ∞. (5.17)

Note that condensation of almost all roots at z = 1 evidently implies formula (5.15) and also
that RHS of (5.13) reduces to 2/(zj − 1), at leading order for large s. Hence, the system
of saddle-point equations simplifies to a system of nu identical, decoupled, equations. This
is in fact one single equation determining the position of the nu uncondensed roots. This
equation can be called ‘reduced saddle-point equation’. It turns out that the solutions of the
reduced saddle-point equation, due to condensation itself, must obey certain property.

According to the standard picture, described in [47], the solutions of the saddle-point
equations build up cuts in the large s limit, and these cuts move in the complex plane, as
the parameters of the model (in our case x and y) are varied. Specifically, in our case, when
(x, y) ∈ D (see Fig. 1), there is a cut, with complex conjugate end-points (let them be za
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and zb), which lies to the left of the singularity at z = 1, and intersects the real axis on the
segment (0,1). When we move (x, y) closer to the frozen region, FNW, the end-points of the
cut, while still complex conjugated, get closer to the real axis, with real part greater than 1.
When (x, y) reaches the arctic curve, the end-points of the cut join at some value w on the
real axis, w > 1, with the cut entangled around the singularity at z = 1. This corresponds
to the total condensation of solutions of the saddle-point equations. When (x, y) enters the
frozen region FNW, the end-points separates, still sticking to the real axis, generating now a
cut to the right of the singularity at z = 1.

Concentrating on the case of total condensation, the cut goes now from za = w just above
the real axis to the singularity at z = 1, surrounds it and comes back to zb = w, running just
below the real axis. The two portions of the cut which lie one in front of the other just
above and below the real axis somehow compensate (the corresponding densities of roots
cancel each other), and one is left with a pole at z = 1, describing the total condensation
of roots. Hence, in this case, among the uncondensed roots, it is necessary to have a pair
of coinciding roots, with value w, corresponding in fact to the end-points of the would-be
cut, now collapsed to the pole at z = 1. Such pair of uncondensed root, can in principle lie
anywhere on the portion of the real axis to the right of the condensation pole at z = 1. Their
position, i.e. the value of w ∈ [1,∞), obviously depends on the position of point (x, y) on
ΓNW. Thus the value of w naturally parameterizes the curve ΓNW from the top contact point
(κ,0) to the left one (0, κ).

Summarizing, we arrive at the following alternative recipe for the derivation of the arctic
curve: on the basis of the two properties of the multiple integral representation for EFP
listed above, we assume that they are determined by the condition of condensation of roots.
Then, given the system of saddle-point equations we impose condensation of ‘almost all’
its solutions, obtaining a reduced saddle-point equation, determining the position of the
uncondensed roots. We then require the existence among them of two coinciding roots with
value w ∈ [1,∞), which parameterizes the points on the arctic curve.

To illustrate and verify this recipe, we come back to saddle-point equation, (5.18), and
implement the condensation of almost all roots. As already explained, the last term of LHS
of (5.13) in the large s limit reduces to 2/(zj − 1). As a result, this term combines with the
first term and we end with the following reduced saddle-point equation

y

z − 1
− 1 − x

z
+ (1 − y)t2

1 + t2z
= 0. (5.18)

This equation determines the position of those roots which survive in the complex plane and
do not condense at z = 1.

We now require the existence among them of two coinciding roots. Noting that the nu-
merator of (5.18) is of second order in z, we can simply require the vanishing of its discrim-
inant, thus obtaining (5.16). Equivalently, denoting LHS of (5.18) by F(z), we can require
it to be of the form F(z) = (z − w)2F̃ (z), with F̃ (z) regular in the vicinity of w. This trans-
lates into a system of two equations F(w) = 0, F ′(w) = 0, linear in its unknowns x and y,
with the solution

x = t2w2

t2w2 + 1
, y = t2(w2 − 2w + 1)

(t2 + 1)(t2w2 + 1)
, w ∈ [1,∞). (5.19)

It can be easily seen that, as w varies over the interval [1,∞), the point (x, y) above indeed
describe the curve ΓNW, between the two contact points (κ,0) and (0, κ). Elimination of
parameter w from expressions (5.19) leads again to equation (5.16) for the arctic ellipse.
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6 Arctic Curves in the Disordered Regime

6.1 Condensation Hypothesis

In the previous section we have shown that the assumption of the correspondence between
condensation of roots and the arctic curve allows one to derive this curve in a parametric
form, through the requirement of a pair of coinciding roots for the reduced saddle-point
equation. For the case considered there, the correspondence between condensation of roots
and arctic curve can be verified by direct inspection of the form of the Green function, which
indeed reduces to expression (5.15) for (x, y) ∈ ΓNW.

It turns out that in the general case, when the value of � is arbitrary, the method explained
in Sect. 5.3 remains applicable! This observation is based on the fact that the two properties
of the integrand of multiple integral representation for EFP listed in Sect. 5.3 appear to
be totally independent of the value of �. This means that we can again assume that the
arctic curve arises in correspondence to condensation of almost all roots of the saddle-point
equations. It is to be emphasized, that in the general case however such correspondence
cannot be verified, not even a posteriori (at least by the methods at our disposal), hence we
call it here ‘condensation hypothesis’.

Running a few steps forward, it worth to mention here that the only limitation which
will restrict the final result to be valid only in the disordered regime (|�| < 1) comes from
formula (3.11) which will play an important role below in the analysis of the reduced saddle-
point equation. For this reason we somehow restrict ourselves here to the disordered regime
although the discussion is in fact rather general.

As just said, the ‘condensation hypothesis’ is strongly supported by the form of multiple
integral representation (4.10) for EFP in the general case, satisfying the two crucial proper-
ties listed in Sect. 5.3. To show that the first property is indeed fulfilled, we have to consider,
for r, s = 1, . . . ,N , the integral

I
(r,s)
N = (−1)s(s+1)/2Zs

s!(2π i)sas(s−1)cs

∮

C−
1

· · ·
∮

C−
1

s∏

j=1

[(t2 − 2�t)zj + 1]s−1

zr
j (zj − 1)s

×
s∏

j,k=1
j �=k

1

t2zj zk − 2�tzj + 1

∏

1�j<k�s

(zk − zj )
2

× hN,s(z1, . . . , zs)hs,s(u1, . . . , us)dz1 · · ·dzs. (6.1)

This integral differs from (4.10) only in the integration contour (recall that C−
1 denotes the

closed negative-oriented contour in the complex plane, enclosing point z = 1, and no other
singularity of the integrand). To show that quantity (6.1) is identically equal to one, let us
resort to another, essentially equivalent, representation

I
(r,s)
N := (−1)s

(2π i)s

∮

C−
1

· · ·
∮

C−
1

s∏

j=1

[(t2 − 2�t)zj + 1]s−j

zr
j (zj − 1)s−j+1

×
∏

1�j<k�s

zj − zk

t2zj zk − 2�tzj + 1
hN,s(z1, . . . , zs)dz1 · · ·dzs. (6.2)

It is to be emphasized that equivalence of representations (6.1) and (6.2) simply follows
from the fact that the integrand of (4.10) is the symmetrized version of the integrand of (4.8)
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(see [31] for details, and also Appendix C of [44] where a key identity has been proven).
Performing integration in representation (6.2) in the variable zs , and recalling property (4.6),
the identity

I
(r,s)
N = 1 (r, s = 1, . . . ,N), (6.3)

follows immediately by induction. In this way we observe that the first property, which states
that the cumulative residue of the integrand for EFP over all variables z1, . . . , zs at the pole
z = 1 is equal to 1, is indeed fulfilled for arbitrary value of �.

The second property, that the pole at z = 1 for every integration variable z1, . . . , zs is
of order s, follows by simple inspection of representation (4.10). This means that we can
again expect condensation of almost all roots of the saddle-point equations at z = 1. Note
that the other poles in the integrand of representation (4.10), being poles of small order even
in the scaling limit, can only give subleading contributions, with respect to the stepwise
behaviour generated by condensation at z = 1. It is to be emphasized that although in the
general situation we have no connection with the matrix model formulation any more, we
can nevertheless represent the integrand in the exponential form with an ‘action’ which will
contain, among many others terms, the term s

∑s

j=1 ln(zj − 1). Assuming validity of the
condensation hypothesis we thus assume that this term still dominates when the parameters
(x and y) are near the arctic curve and hence other terms have no relevance for the mecha-
nism of condensation (although these other terms can contribute to the reduced saddle-point
equation and therefore determine the arctic curve).

Thus we have just seen that the two main properties of the multiple integral representation
(4.10) for EFP are fulfilled, strongly supporting the condensation hypothesis. Hence, we
may apply the procedure explained in Sect. 5.3. This will be done in the remaining part
of this section. Namely, we will derive the corresponding reduced saddle-point equation,
and implement the condition of a pair of coinciding roots, to obtain the arctic curve in a
parametric form.

6.2 ‘Reduced’ Saddle-Point Equation

We thus assume condensation of solutions of saddle-point equations (4.12), and derive the
corresponding reduced saddle-point equation. We start with setting nc of the s variables zk ,
k = 1, . . . , s, to the value 1. We are left with a system of nu equations in the nu uncondensed
variables, let them be zj , j = 1, . . . , nu. In what follows, the fact that nu/s vanishes in the
scaling limit, see (5.17), plays a crucial role.

In saddle-point equation (4.12), let us consider the last term in the sum. As explained
in Sect. 5.3, condensation of almost all roots reduces it to 2s/(zj − 1), at leading order for
large s. Similarly, for the remaining two terms in this sum, for large s, we have, respectively,

s∑

k=1
k �=j

t2zk − 2�t

t2zj zk − 2�tzj + 1
−→ s

(t2 − 2�t)

(t2 − 2�t)zj + 1
+ o(s), (6.4)

and
s∑

k=1
k �=j

t2zk

t2zj zk − 2�tzk + 1
−→ s

t2

t2zj − 2�t + 1
+ o(s). (6.5)

Further, due to property (4.6) function hN,s(z1, . . . , zs), appearing in the term after the sum
in equation (4.12), simplifies to function hN,nu(z1, . . . , znu), which, in turn, for N,s → ∞,
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and nu/N ∼ 0, can be evaluated for large s directly from its definition (4.5). In this way we
obtain

lnhN,s(z1, . . . , zs) −→ lnhN,nu(z1, . . . , znu) =
nu∑

j=1

lnhN(zj ) + o(s). (6.6)

Similarly, recalling that uk → 0 as zj → 1, see (4.11), and using property (4.7), we find that
function hs,s(u1, . . . , us), appearing in the last term of equation (4.12), simplifies, modulo
an unessential factor, to function hnu,nu (u1, . . . , unu). Recalling that hnu,nu(u1, . . . , unu) is a
polynomial of order nu in each of its variables, we obtain that its logarithm for large s is
estimated as o(s). Thus we have

lnhs,s(u1, . . . , us) −→ lnhnu,nu (u1, . . . , unu) +
s∑

j=nu+1

lnhj (0)

= C1s
2 + C2s + o(s). (6.7)

Here C1 and C2 are some quantities which do not depend on uj (j = 1, . . . , nu). After
differentiating, we are left with a term estimated as o(s), which is to be neglected, at the
leading order in the large s limit.

As a result, we obtain that saddle-point equations (4.12) simplify to a set of nu identical
and decoupled equations,

F(zj ) = 0 (j = 1, . . . , nu). (6.8)

Here function F(z) is given by

F(z) := y

z − 1
− 1 − x

z
− yt2

t2z − 2�t + 1
+

(
lim

N→∞
lnhN(z)

N

)′
, (6.9)

where the scaling variables x and y are defined in (4.2).
To write the explicit form of the equation determining the location of uncondensed

saddle-point solutions, we need to know the last term in the expression for F(z). In what
follows we shall need to consider the case of z real and positive. For these values we can
use formula (3.11) for large N limit of function hN(z). From this formula, for the last term
in (6.9) we obtain

lim
N→∞

lnhN(γ (ξ))

N
= ln

(
sinα(λ − η) sinαξ sin(ξ + λ − η)

α sin(λ − η) sin ξ sinα(ξ + λ − η)

)
. (6.10)

Taking into account that function γ (ξ), see (3.12), is a monotonously growing function,
from −∞ to +∞, over the interval ξ ∈ (−λ − η,π − λ − η), which is the interval of pe-
riodicity of γ (ξ) (note that in fact γ (ξ) is a rational function of cot ξ ), we can switch from
function F(z) to function f (ξ), defined by

F(γ (ξ)) =: sin(λ − η) sin2(ξ + λ + η)

sin(λ + η) sin 2η
f (ξ). (6.11)

Here the prefactor in fact is equal to 1/γ ′(ξ). Direct calculation from (6.9) lead us to the
following neat expression for this function

f (ξ) = xϕ(ξ + λ) + yϕ(ξ + η) − Ψ (ξ), (6.12)
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where function ϕ(ξ) is given by (2.14) and function Ψ (ξ) reads

Ψ (ξ) := cot ξ − cot(ξ + λ + η) − α cotαξ + α cotα(ξ + λ − η). (6.13)

Noting properties Ψ (π − λ − η − ξ) = Ψ (ξ) and ϕ(π − ξ) = ϕ(ξ), it easy to see that
function f (ξ) obeys the symmetry under the substitution ξ 
→ π − λ − η − ξ and simulta-
neous interchange of the coordinates, x ↔ y. This property of function f (ξ) will lead to the
diagonal-reflection symmetry of the arctic curve.

6.3 The Arctic Curve

To obtain the arctic curve from the reduced saddle-point equation, we will follow the recipe
discussed in detail in Sect. 5.3. We thus have to require that function F(z) has a double zero,
which, moreover, must lie on the interval [1,∞). Denoting the value of this zero by w, we
therefore require that F(z) = (z − w)2F̃ (z), with F̃ (z) regular in the vicinity of w. This
condition is equivalent to the system of two equations

F(w) = 0, F ′(w) = 0. (6.14)

These are equations for unknown x and y, which are functions of w. For each value of
w ∈ [1,∞), values of x and y correspond to a point of the arctic curve, i.e., the solution of
system (6.14) is just the arctic curve in a parametric form, with w being the parameter.

Taking into account the observation above that instead of function F(z) we can use func-
tion f (ξ), introduced by formula (6.11), we immediately obtain that system of equations
(6.14) is equivalent to the following system of equations

f (ζ ) = 0, f ′(ζ ) = 0, (6.15)

where ζ is the new parameter which parameterizes the arctic curve, w = γ (ζ ). The range of
values of the original parameter w, varying in the interval [1,∞), corresponds ζ ∈ [0,π −
λ − η].

We now solve the linear system of the two equations above, and arrive at the following
result:

x = ϕ′(ζ + η)Ψ (ζ ) − ϕ(ζ + η)Ψ ′(ζ )

ϕ(ζ + λ)ϕ′(ζ + η) − ϕ(ζ + η)ϕ′(ζ + λ)
,

y = ϕ(ζ + λ)Ψ ′(ζ ) − ϕ′(ζ + λ)Ψ (ζ )

ϕ(ζ + λ)ϕ′(ζ + η) − ϕ(ζ + η)ϕ′(ζ + λ)
.

(6.16)

These two equations constitute the parametric form of the top left portion, ΓNW, of the arctic
curve, as the parameter ζ varies in the interval [0,π − λ − η]. The value ζ = 0 corresponds
to the contact point of the curve ΓNW with the x-axis, and as ζ increases, the whole curve
ΓNW is monotonously constructed, up to the contact point with the y-axis, at ζ = π −λ− η.

Using the properties of the functions involved here, we can write the result in the form

x = X(ζ), y = Y (ζ ), ζ ∈ [0,π − λ − η], (6.17)

where functions X(ζ) = X(ζ ;λ,η) and Y (ζ ) = Y (ζ ;λ,η) are simply related by

X(ζ) = Y (π − λ − η − ζ ). (6.18)
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Direct calculation gives

Y (ζ ) = sin2 ζ sin2(ζ + 2η) sin(ζ + λ − η) sin(ζ + λ + η)

sin 2η sin(λ − η)[sin(ζ + λ − η) sin ζ + sin(ζ + λ + η) sin(ζ + 2η)]

×
{

sin(λ − η) sin(λ + η)

sin2 ζ sin(ζ + λ + η) sin(ζ + λ − η)

+ sin(2ζ + 2λ)

sin(ζ + λ − η) sin(ζ + λ + η)

α sinα(λ − η)

sinαζ sinα(ζ + λ − η)

− α2 sinα(2ζ + λ − η) sinα(λ − η)

sin2 αζ sin2 α(ζ + λ − η)

}
. (6.19)

Formulae (6.17)–(6.19) represent the main result of the present paper.
As a comment to the result, it is worth to mention that in all examples discussed in the

literature to date, the arctic curves (or frozen boundaries of limit shapes) always turn out to
be algebraic curves. From the form of function Y (ζ ) above it is straightforward to conclude
that as far as the parameter α = π/(π − 2η) is irrational, the arctic curve of the domain-wall
six-vertex model is a non-algebraic curve. This is the situation for generic weights of the six-
vertex model in the disordered regime. On the other hand, the arctic curve is algebraic when
α is a rational number, since then both cot ζ and cotαζ , rationally entering in (6.19), can
be expressed as rational functions of a suitably chosen parameter. In other words, the arctic
curve in the domain-wall six-vertex model is rational only when the weights correspond to
the so-called root-of-unity cases.

7 Particular Cases and Combinatorial Applications

7.1 Alternating Sign Matrices

The arctic curve, whose general expression has been given in the previous section, for arbi-
trary weights of the six-vertex model with domain wall boundary conditions in its disordered
regime, is worth to be investigated in more detail when some of the parameters of the model
are specialized to certain values. In this section we consider a few particular cases, some
of which have a natural interpretation in the context of the limit shape of large alternating
sign matrices. Indeed, our result for the arctic curve of the six-vertex model allows us to
obtain the limit shapes of alternating sign matrices within q-enumeration schemes (for the
disordered regime 0 < q � 4, see below).

We recall that an alternating sign matrix is a matrix which has only 1’s, 0’s and −1’s
in its entries, obeying, moreover, the rule that in each row and each column of the matrix
all nonzero entries alternate in sign, and the first and the last nonzero entries are 1’s. In
q-enumeration, denoted here as AN(q), each matrix has weight qk where k is the number
of −1’s in its entries. For certain values of q , namely q = 1,2, and 3, the numbers of q-
enumerated alternating sign matrices, AN(q), are known to be given by some factorized
explicit expressions. These results, stated first as conjectures, remained challenging for their
proofs for a long time, see [12, 32, 33] and references therein; the story and backgrounds of
the problem can also be found in book [34].

A possible approach to alternating sign matrices exploits their close relationship with
the domain-wall six-vertex model. Indeed, in [12] it was noticed that there is a one-to-
one correspondence between N -by-N alternating sign matrices and configurations of the
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domain-wall six-vertex model on the N -by-N lattice. Due to this correspondence, AN(q) is
equal, modulo a simple factor, to ZN , the partition function of the domain-wall six-vertex
model. The weights of this model have to satisfy the relations a = b and, since c-weights
comes in pairs, c = a

√
q . The first relation is fulfilled when λ = π/2 in (2.6), and the second

one implies that q and � (recall that � = cos 2η) are related by

q = 2 − 2�. (7.1)

The precise relation between q-enumeration of N -by-N alternating sign matrices, AN(q),
and the partition function ZN (at λ = π/2) is

ZN = aN2
qN/2AN(q), (7.2)

see, e.g., [12] for a discussion.
In the context of alternating sign matrices, the arctic curve of the domain-wall six-vertex

model describes what is usually referred to as the ‘limit shape’. Indeed, in their corner
regions, alternating sign matrices mostly contain 0’s, while in the interior they have many
nonzero entries; as the size of matrices increases, the probability of finding 1’s and −1’s in
the corner regions vanishes, while in the central region such probability remains finite [35].
As a result, in the scaling limit (i.e., when large matrices are scaled to a unit square) the
arctic curve of the domain-wall six-vertex model precisely describes the shape of this central
region (which is nothing but the region D, see Sect. 4).

A derivation of the limit shape of large q-enumerated alternating sign matrices at q = 1
and q = 3 (in addition to the well-known case of q = 2) was given in our previous pa-
per [36]. There we used the observation of [41] that at η = π/6,π/4,π/3 (with λ = π/2),
corresponding to the cases of q = 1,2,3, respectively, the Hänkel determinant standing in
formula (2.13) for ZN turns out to be related with certain classical orthogonal polynomials
(this explains, additionally, the ‘roundness’ of AN(q) at q = 1,2,3). At these values of para-
meters the function hN(z) turns out to be expressible in terms of hypergeometric series and
its large N asymptotic behaviour can be found directly, thus allowing us to derive the arctic
curve on the basis of the ‘condensation hypothesis’. Below we discuss several particular
cases, and, in particular, how the results given in [36] follow from formulae (6.17)–(6.19),
describing the arctic curve.

7.2 Particular Cases

Let us consider the arctic curve for some particular values of weights of the disordered
regime. As mentioned above, if the parameter λ is specialized to π/2, then the arctic curve
also describes the limit shape of large alternating sign matrices, within the corresponding q-
enumeration scheme. We consider here the cases which correspond to q = 1,2,3, and q = 4
where this last case is obtained as a limiting case, as � → −1. We also consider another
limiting case, where q vanishes. Interestingly, in this case the limit shape tends to certain
nontrivial limiting curve, rather than becoming somehow degenerate or trivial; such limiting
curve is discussed in more details below.

7.2.1 The Case � = 0

We start with the case � = 0, or η = π/4. In this case, of course, we expect to reproduce
the arctic ellipse discussed in detail in Sect. 5. Indeed, setting η = π/4 in formula (6.19), we
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obtain

Y (ζ ) = 1

2
(1 − cos 2ζ ), ζ ∈

[
0,

3π

4
− λ

]
. (7.3)

We also have X(ζ) = 1
2 (1 + sin(2ζ + 2λ)), and we can easily eliminate parameter ζ in

equations (6.17). As a result, we arrive again to equation (5.16), where t := tan(λ − π/4).

7.2.2 The Case � = 1
2

The case � = 1/2, or η = π/6, is interesting since at λ = π/2 the model is equivalent to the
enumeration of alternating sign matrices (with q = 1). Specifying η to the value π/6 and
setting λ = π/2, we find that expression (6.19) simplifies to

Y (ζ ) = 1 − cos ζ, ζ ∈
[

0,
π

3

]
. (7.4)

Correspondingly, we also have X(ζ) = 1 − cos(π/3 − ζ ) and, eliminating parameter ζ , it
can be found that the curve ΓNW (the top-left portion of the arctic curve) is described by the
equation

(2x − 1)2 + (2y − 1)2 − 4xy = 1, x, y ∈
[

0,
1

2

]
. (7.5)

This curve describes the limit shape of large alternating signs matrices [36]. Interestingly,
in comparison with the arctic circle, given by equation (2y − 1)2 + (2x − 1)2 = 1, it has
just single additional term −4xy in LHS. The property of the curve ΓNW to be given by
a quadratic equation in the η = π/6 case holds only at λ = π/2. Indeed, just specifying
η = π/6 but keeping λ generic, one finds from (6.19) that function Y (ζ ) in this case is
rather bulky; the curve ΓNW turns out to be described by a tenth order equation.

7.2.3 The Case � = − 1
2

The case of � = −1/2, or η = π/3, will be treated here only at λ = π/2. At this choice of
parameters the model is equivalent to q-enumeration of alternating sign matrices with q = 3,
which is a well-known example of tractable enumeration (together with the cases q = 1,2).
Specifying in (6.19) η = π/3 and λ = π/2, we obtain

Y (ζ ) = 4

[
sin( π

3 − ζ ) tan ζ

1 + 2 cos 2ζ

]2 11 + 12 cos 2ζ − 2 cos 4ζ

6 − 3 cos 2ζ − √
3 sin 2ζ

, ζ ∈
[

0,
π

6

]
. (7.6)

We also have X(ζ) = Y (π/6 − ζ ). For further analysis, it is convenient to rewrite the para-
metric formulae for the curve in terms of rational functions of a suitably chosen parameter.
For example, choosing the parameter w = sin(π/6 + ζ )/ sin(π/6 − ζ ), one obtains formu-
lae for the curve given in [36]. Further, excluding the parameter w one can find the corre-
sponding algebraic equation for the curve, which appears to be of the sixth order (see [36],
equation (14)).

7.2.4 The Case � = −1

This case can be obtained as the limit from the disordered regime; in fact, the case of � = −1
is often regarded as belonging to the disordered regime since the model is still disordered (at



690 F. Colomo, A.G. Pronko

� = −1 the model undergoes an infinite order phase transition). Denoting by v the rapidity
variable of the model at � = −1, the standard parameterization of the weights of this model
reads

a = 1 + v, b = 1 − v, c = 2 (−1 < v < 1). (7.7)

To fit this parametrization, one can perform the scaling in the parameters by taking the limit
δ → 0, upon setting (see (2.6))

λ = π

2
− vδ, η = π

2
− δ. (7.8)

Correspondingly, we also set ζ = pδ and then (6.17) for the arctic curve will read x = X̃(p)

and y = Ỹ (p), where p is the new parameter which parameterizes the curve, p ∈ [0,1 + v],
and

X̃(p) = lim
δ→0

X(pδ), Ỹ (p) = lim
δ→0

Y (pδ), (7.9)

where δ also enters λ and η as given by (7.8). Functions X̃(p) and Ỹ (p) also depend on v as
a parameter and, due to (6.18), they satisfy X̃(p) = Ỹ (1 + v − p). Explicitly, function Ỹ (p)

reads

Ỹ (p) = (2 − p)2

4(1 − v)[(1 + v)(1 − p) + p2]

{
1 − v2 − πp2(p − v)

cos π
2 v

sin π
2 p cos π

2 (p − v)

− π2p2
[
1 − (p − v)2

] cos π
2 v cos π

2 (2p − v)

4 sin2 π
2 p cos2 π

2 (p − v)

}
, (7.10)

where p ∈ [0,1+v]. Clearly, in this case, contrarily to the three examples considered above,
the arctic curve is not an algebraic one. In the case of v = 0, that is, when the weights satisfy
a = b, the arctic curve describes the limit shape of large alternating sign matrices within the
q-enumeration at q = 4.

7.2.5 The Case � → 1

This case corresponds to η → 0. For arbitrary λ and small η formula (6.19) reads

Y (ζ ) = 1

2π
(2ζ − sin 2ζ ) + O(η), ζ ∈ [0,π − λ − η]. (7.11)

Correspondingly, we also have X(ζ) = Y (π − λ − η). The subsequent analysis depends on
whether or not, as η vanishes, the parameter λ is scaled accordingly.

Namely, the first possibility is to set λ = ηv or λ = π − ηv where v is a new rapidity
variable (v � 1); this choice corresponds to approaching either of the two branches, a > b

or a < b, respectively, of the model at � = 1. The weights of the model at � = 1 are
parameterized as a = v ±1, b = v ∓1, and c = 2, where v � 1. The two choices of the signs
corresponds to the two branches of the model at � = 1. At a > b, we find, after eliminating
the parameter ζ , that the curve ΓNW is just the straight line: x + y = 1, where x, y ∈ [0,1].
At a < b the curve ΓNW is just single point: x = y = 0. All this is in agreement with the fact
that at � = 1 the model is not disordered anymore; the region D, see Fig. 1, degenerates into
the straight line x + y = 1 (if a > b) or x = y (if a < b).
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The second possibility, which appears to be also the most interesting, is to keep λ fixed
as η vanishes. In the phase diagram of the six-vertex model in the a/c–b/c plane this cor-
responds to taking the limit into the deep infinity of the disordered region, rather than ap-
proaching either of the two branches of the � = 1 model. In particular, setting λ = π/2
and neglecting small η corrections, one can easily find that the curve ΓNW is given by the
equation

x + y = 1

2
− 1

π
cosπ(x − y), x, y ∈

[
0,

1

2

]
. (7.12)

This equation has an interesting meaning in the context of alternating sign matrices: it is the
limiting curve describing the limit shape as q tends to zero.

7.3 Discussion

A natural question concerns the qualitative behaviour of arctic curve (6.17)–(6.19) as one
varies parameters of the model. In discussing some properties of the arctic curve it is useful
to resort to numerical plotting. For example, considering the case of generic λ, we just
mention here that as λ varies, the curve is deformed along one of the two diagonals according
to the sign of λ − π/2. An example of the whole arctic curve A in a non-symmetric case is
shown in Fig. 1. Namely, this figure shows the arctic curve at η = π/6 and λ = 5π/12.

Specializing to the case of λ = π/2 we can also discuss the arctic curve in application
to the limit shape of large q-enumerated alternating sign matrices, with q and η related
by (7.1). The relevance of formulae (6.17)–(6.19) in the context of alternating sign matrices
is that they allow one to study the variation of the limit shape as q varies over the interval
(0,4]. In addition to the cases of q = 1,2,3 considered in [36], in Fig. 2 we plot also the
limiting cases of q = 4 and q → 0 (the latter shown by a dashed line). Note that, as expected,
the disordered region (the area enclosed by the limit shape) is largest for q → 0, and slowly
decreases as q increases over the considered interval.

Comparing numerical plots of the arctic curve at various values of the parameters of
the model we find that our results are completely compatible with all available numerical
data [18, 19], which are however affected by large uncertainties, due to the huge technical

Fig. 2 The limit shapes of the
large alternating sign matrices
within various q-enumeration
schemes. As q vanishes, the limit
shape tends to a limiting curve
(dashed line), given by
equation (7.12)
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difficulties in this kind of computer simulations. The most refined computer simulations
available at the moment has been performed by Ben Wieland for the especially relevant
case of alternating sign matrices at q = 1, corresponding to the value � = 1/2. Pictures
comparing these numerical data with the corresponding arctic curve, given by (7.5), are
available [48].

Coming back to the qualitative behaviour of the arctic curve, we would like to focus again
on the limiting curve, which, in the context of limit shapes of large alternating sign matrices,
is referred above as the ‘q → 0’ curve. Note that such a curve exists for any fixed value of λ,
as η → 0 (see discussion in Sect. 7.2.5). Concerning the emergence of a non-trivial limiting
curve, in hindsight, it is clear that this is ascribable to the fact that the two limits, N → ∞,
and q → 0, do not commute.

8 Conclusion

In the present paper we have derived the arctic curve for the six-vertex model with domain
wall boundary conditions, in its disordered regime. The derivation is essentially based on
the exact expression in terms of a multiple integral for the emptiness formation probability,
a correlation function which discriminates order and disorder. We have observed that in the
scaling limit the arctic curve can be obtained as the condition that almost all solutions of the
system of coupled saddle-point equations for the multiple integral representation of empti-
ness formation probability condense at the same, known, value. The explicit expression for
the curve in parametric form shows that in general it is a non-algebraic curve; for special
choices of weights of the model (the so-called root-of-unity cases) it simplifies to alge-
braic curves. We have also discussed combinatorial applications of the result to the problem
of limit shapes of large alternating sign matrices within various enumeration schemes. In
particular, we find that the limit shape of q-enumerated alternating sign matrices has a non-
trivial limit as q tends to zero; furthermore, such limiting curve is described by a very simple
equation.

Having established the expression of the arctic curve, a natural question concerns its fluc-
tuations, which, in our approach, are related to the subleading corrections to the stepwise be-
haviour of emptiness formation probability in the scaling limit. In the case of domino tiling
of Aztec diamond the fluctuations of the arctic circle are governed by the Tracy-Widom
distribution and the Airy process [14, 15]. This results, which naturally extends to the case
� = 0 of the domain-wall six-vertex model [16], appears rather natural in view of the ‘ran-
dom matrix model’ derivation of the arctic circle, provided in [37]. Indeed, the fluctuations
of the arctic curve are expected to be governed by the fluctuations of the first eigenvalues
evaporating from the logarithmic well where total condensation occurs, and these fluctua-
tions are in turn known from the literature on Penner models (see, e.g., [47]) to be governed
by the Tracy-Widom distribution. From the discussion of Sects. 5 and 6, this pictures extends
rather naturally to generic values of � in the disordered regime. On the basis of universal-
ity considerations, it is thus very tempting to argue that fluctuations of the arctic curve are
still governed by the Airy process, at least in the disordered regime. A direct proof of this
statement would be of great interest.

Another natural question concerns the extension of our results to the anti-ferroelectric
regime, � < −1. We recall that in this case (see Sect. 2.3) there are two different phase-
separation curves, an outer one, which is the usual arctic curve, separating regions of fer-
roelectric order from an intermediate region of disorder, and an inner one, separating this
region of disorder from a central region of anti-ferroelectric order. Since the emptiness for-
mation probability detects spatial transition from order to disorder, the present approach



The Arctic Curve of the Domain-Wall Six-Vertex Model 693

can be used to address the problem of the outer phase-separation curve. Most of its ingre-
dients are independent of the value of �, and thus it can be directly applied to the anti-
ferroelectric regime. In particular, in the special case of � → −∞ (which is technically
similar to the free-fermion case) the arctic curve can be readily derived, reproducing the
result of paper [20]. For generic values of � in the anti-ferroelectric regime, the only open
problem concerns the evaluation of the thermodynamic limit of function hN(z). Such eval-
uation would provide the solution to the problem of the outer phase-separation curve of the
domain-wall six-vertex model for the whole anti-ferroelectric regime.
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Appendix A: Partition Function of Partially Inhomogeneous Model and Functions
hN,s(z1, . . . , zs)

Formula (2.12) is a special case of a more general determinant representation, known as
Izergin-Korepin formula, which was originally derived for the model with inhomogeneous
weights [25]. The weights are made position-dependent by attaching rapidity variables to
each vertical and horizontal line, so that there are 2N rapidity variables in total instead of
just one variable λ. Namely, the weights of the vertex lying at intersection of ith vertical
and kth horizontal lines (we enumerate lines from right to left and from top to bottom) are
parameterized as

aik = sin(λi − νk + η), bik = sin(λi − νk − η), cik = sin 2η. (A.1)

Correspondingly, the partition function is now a function of 2N rapidity variables
λ1, . . . , λN , ν1, . . . , νN . In [25] the following representation was shown to be valid

ZN(λ1, . . . , λN ;ν1, . . . , νN) =
∏N

i,k=1 sin(λi − νk + η) sin(λi − νk − η)
∏

1�i<k�N sin(λi − λk) sin(νk − νi)
detM, (A.2)

where M is an N -by-N matrix with the entries

Mik := ϕ(λi − νk) = sin 2η

sin(λi − νk + η) sin(λi − νk − η)
. (A.3)

To obtain (2.12) from (A.2), one has to set νk = 0 and λi = λ (i, k = 1, . . . ,N ). Due to the
singularities in the denominator of representation (A.2), this has to be implemented as a
limit, to be evaluated using l’Hôpital’s rule.

In performing the limiting procedure to the homogeneous model there are some inter-
esting intermediate situations. An important example is when the limit is performed only in
one set of variables, say, νk → 0 (k = 1, . . . ,N ) while all λi ’s are kept generic (and different
from each other). Therefore, the weights are given by

ai = sin(λi + η), bi = sin(λi − η), ci = sin 2η (A.4)
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and the partition function ZN(λ1, . . . , λN) := ZN(λ1, . . . , λN ;0, . . . ,0) reads

ZN(λ1, . . . , λN) =
∏N

i=1[sin(λi + η) sin(λi − η)]N
(
∏N−1

n=1 n!)∏
1�i<k�N sin(λk − λi)

∣∣∣∣∣∣∣∣∣

ϕ(λ1) . . . ϕ(λN)

ϕ′(λ1) . . . ϕ′(λN)
...

. . .
...

ϕ(N−1)(λ1) . . . ϕ(N−1)(λN)

∣∣∣∣∣∣∣∣∣

.

(A.5)
This case can be called partially inhomogeneous model: the model is homogeneous along
one direction, but still inhomogeneous in the other one.

Having in mind this case as the starting point, one can consider, for any chosen s

(s = 1, . . . ,N ), the case where λ1, . . . , λs are different, but λs+1 = · · · = λN = λ. One can
still refer to such a situation as the partially inhomogeneous model. It turns out that in this
case, the partition function is closely related to function hN,s(u1, . . . , us) given by (4.5); in
particular, the partition function (A.5) is related to function hN,N (u1, . . . , uN).

Let us define variables ξ1, . . . , ξN such that

λi = λ + ξi, i = 1, . . . ,N. (A.6)

It is convenient to introduce the ‘bare’ partition function,

Z̃N (ξ1, ξ2, . . . , ξN) := ZN(λ1, λ2, . . . , λN)

ZN(λ,λ, . . . , λ)
. (A.7)

Below we shall treat ξi ’s as variables while λ is to be regarded as a parameter of the homo-
geneous model.

It is useful to consider first the case where all ξi ’s are zeros but one, say ξ1, is kept
nonzero. Denoting ξ := ξ1 we straightforwardly have

Z̃N (ξ,0, . . . ,0) = (N − 1)!
(sin ξ)N−1

[
ϕ(λ)

ϕ(λ + ξ)

]N
D̃N(ξ)

DN

(A.8)

where, for later use, we have denoted

D̃N(ξ) :=

∣∣∣∣∣∣∣∣∣

ϕ(λ) ϕ′(λ) . . . ϕ(N−2)(λ) ϕ(λ + ξ)

ϕ′(λ) ϕ′′(λ) . . . ϕ(N−1)(λ) ϕ′(λ + ξ)
...

...
. . .

...
...

ϕ(N−1)(λ) ϕ(N)(λ) . . . ϕ(2N−3)(λ) ϕ(N−1)(λ + ξ)

∣∣∣∣∣∣∣∣∣

, (A.9)

and DN is given by (2.13). Note that in the case of one nonzero inhomogeneity one can
always assume that it is attached to the last column (since ZN(λ1, . . . , λN) is a symmetric
function in its variables); thus we have chosen ξ2 = · · · = ξN = 0 above.

To proceed further let us come back to the definition of the partition function as a sum
over all configurations. The peculiarity of the domain wall boundary conditions is that they
admit only one vertex of weight c in the last column; if this vertex is at r th position (counted
from the top) then the first (r − 1) vertices are of weight b while the remaining (N − r)

vertices are of weight a. As it is has been explained in Sect. 3, the probability of having
the c-weight vertex at r th position on last column is equal to H

(r)
N , the correlation function

which is originally defined as the probability of having the c-weight vertex at r th position



The Arctic Curve of the Domain-Wall Six-Vertex Model 695

on the first row, see (3.1). Due to this observation, the following relation is valid [33],

ZN(λ1, λ, . . . , λ) = ZN

N∑

r=1

H
(r)
N

[
sin(λ1 − η)

sin(λ − η)

]r−1 [
sin(λ1 + η)

sin(λ + η)

]N−r

, (A.10)

where ZN = ZN(λ, . . . , λ). Recalling that hN(z) = ∑N

r=1 H
(r)
N zr−1 and denoting

γ (ξ) = sin(λ + η)

sin(λ − η)

sin(λ + ξ − η)

sin(λ + ξ + η)
(A.11)

we obtain that formula (A.10) actually reads

Z̃N(ξ,0, . . . ,0) =
[

sin(λ + ξ + η)

sin(λ + η)

]N−1

hN(γ (ξ)). (A.12)

More generally, as it has been first observed in [43] (at the special case λ = π/2) and
proven in [31], for all s = 1, . . . ,N , one has

Z̃N(ξ1, . . . , ξs,0, . . . ,0) =
s∏

i=1

[
sin(λ + ξi + η)

sin(λ + η)

]N−1

hN,s(u1, . . . , us), (A.13)

where hN,s(u1, . . . , us) is defined in (4.5), and

ui := γ (ξi). (A.14)

The proof of (A.13) is based on formula (A.5) and some standard facts from the theory of
orthogonal polynomials. We refer for further details and proofs to [31].

Finally we mention that formulae (A.8) and (A.12) provide a representation for generat-
ing function hN(z). This representation is used in Appendix B for a derivation of the large
N leading term of lnhN(z).

Appendix B: Large N Limit for Function hN(z)

Our aim here is to show how formula (3.11) for the large N limit of function hN(z) can be
derived. To this aim we extend here the method of [27], where the leading term of lnZN have
been found. It is to be stressed that we assume that the weights correspond to the disordered
regime only (see [28] for a discussion of why the same approach cannot be used for the
anti-ferroelectric regime).

The approach is based on making use of some differential equations which can be ob-
tained by means of the so-called Sylvester determinant identity. This identity relates the
determinant of a matrix with a determinant of some other matrix whose entries are minors
of the original matrix. Namely, let A be an n-by-n matrix, with entries Aj,k . Let us consider
minors of degree p (1 � p � n) of this matrix,

A

(
i1, i2, . . . , ip
k1, k2 . . . , kp

)
:=

∣∣∣∣∣∣∣∣∣

Ai1,k1 Ai1,k2 . . . Ai1,kp

Ai2,k1 Ai2,k2 . . . Ai2,kp

...
...

. . .
...

Aip,k1 Aip,k2 . . . Aip,kp

∣∣∣∣∣∣∣∣∣

, (B.1)
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where 1 � i1 < i2 < · · · < ip � n and 1 � k1 < k2 < · · · < kp � n. Let us introduce matrix
B such that

Bik := A

(
1,2, . . . , p,p + i

1,2, . . . , p,p + k

)
, i, k = 1, . . . , n − p. (B.2)

Hence, entries of B are minors of matrix A of degree (p + 1). The Sylvester identity reads

detA =
[
A

(
1,2, . . . , p

1,2, . . . , p

)]−(n−p−1)

detB. (B.3)

The standard proof of this identity is based on the Gauss algorithm, see, e.g., monograph
[49] for further details. In all examples below we put n = N + 1 and p = N − 1, i.e., B will
be a two-by-two matrix.

Let us consider first the partition function, ZN , given by (2.12). We start with mentioning
that for arbitrary N the partition function ZN = ZN(λ) satisfies

ZN(λ) = ZN(π − λ), ZN(λ)
∣∣
λ=η

= (sin 2η)N2
. (B.4)

Here, the first relation reflects the crossing symmetry of the model (since b(λ) = a(π − λ)),
and the second one follows from the fact that if b = 0 (or a = 0) then there is exactly one
configuration contributing to the partition function. As N → ∞, one has [27]

ZN = exp
(−N2f + O(N)

)
, (B.5)

where f is the free energy per site, the quantity of interest. To find f , let us consider the
Hänkel determinant in (2.12), DN , given by (2.13). As N → ∞, we have

DN =
[

N−1∏

n=1

(n!)
]2

exp
(
N2φ + O(N)

)
, (B.6)

where φ and f are related by

−f = ln sin(λ + η) + ln sin(λ − η) + φ. (B.7)

To compute φ, let us consider DN+1 and apply the Sylvester identity, with n = N + 1
and p = N − 1, which gives

DN+1 = 1

DN−1

∣∣∣∣
∂2

λDN ∂λDN

∂λDN DN

∣∣∣∣ . (B.8)

In writing (B.8) we have taken into account that the first derivative of a Hänkel determinant
changes the last row or the last column only, and the second derivative changes both the last
row and the last column only. Relation (B.8) can be rewritten as

DN+1DN−1

D2
N

= ∂2
λ lnDN. (B.9)

From (B.6) it follows that, as N → ∞, the leading terms in each side of (B.9) are of or-
der N2; matching terms gives:

e2φ = ∂2
λφ. (B.10)
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To solve this equation it is convenient to define W := exp(−φ), so that we arrive at

(∂λW)2 − W∂2
λW = 1. (B.11)

Obviously, the general solution of this equation has the form

W = sin(α1λ + α2)

α1
, (B.12)

where α1 and α2 are some constants. To fix these constants, let us turn to properties (B.4),
and via relation (B.7) we obtain that they imply W(λ) = W(π − λ) and W(λ)|λ=η = 0,
respectively. We find

α2 = π

2
(1 − α1), α1 = π

π − 2η
. (B.13)

In terms of parameter α given by (2.17), we have α1 = α and α2 = −ηα, and therefore the
result for φ reads

φ = ln

(
α

sinα(λ − η)

)
. (B.14)

Substituting this result into (B.7), we readily reproduce formula (2.16) for the free energy in
the disordered regime.

A detailed analysis of the large N expansion for the partition function of the domain-wall
six-vertex model can be found in [39].

Let us now turn to the function hN(z). Due to formula (A.12), the large N limit of func-
tion hN(z) can be found from that of the partition function Z̃N(ξ,0, . . . ,0). This quantity
is given by formula (A.8), where the nontrivial object is the last factor, the ratio of two
determinants, which we denote

SN(ξ) := D̃N(ξ)

DN

(B.15)

(note that all quantities here also depend on λ, which is to be regarded now as a parameter).
For any finite N we have the property (recall that Z̃N(ξ,0, . . . ,0)|ξ=0 = 1)

SN(ξ) ∼ ξN−1

(N − 1)! , ξ → 0. (B.16)

From the interpretation of Z̃N (ξ,0, . . . ,0) as the ‘bare’ partition function it follows that it
can grow up at most exponentially as N increases, so that, as N → ∞, we have

SN(ξ) = 1

(N − 1)! exp(Nψ(ξ) + o(N)). (B.17)

We show now that ψ(ξ) can be found as a solution of an ordinary first order differential
equation (in the variable ξ ). In turn, the result will imply formula (3.11).
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Let us again use Sylvester identity, with n = N + 1 and p = N − 1, applying it to D̃N+1

and to ∂λD̃N+1 (see (A.9)), that gives

D̃N+1(ξ)= 1

DN−1

∣∣∣∣
∂λD̃N(ξ) ∂λDN

D̃N(ξ) DN

∣∣∣∣ ,

∂λD̃N+1(ξ)= ∂ξ D̃N+1(ξ) + 1

DN−1

∣∣∣∣
∂λD̃N(ξ) ∂2

λDN

D̃N(ξ) ∂λDN

∣∣∣∣ .

(B.18)

In terms of function (B.15) these two relations read:

DN+1DN−1

D2
N

SN+1(ξ) = ∂λSN(ξ),

∂λSN+1(ξ) + ∂λDN+1

DN+1
SN+1(ξ) = ∂ξSN+1(ξ) + DN∂λDN

DN+1DN−1
∂λSN(ξ) (B.19)

+ (∂λDN)2 − DN∂2
λDN

DN+1DN−1
SN(ξ).

The first relation here allows us to eliminate ∂λSN(ξ) and ∂λSN+1(ξ) in the second relation,
and further, using (B.9) and shifting N 
→ N − 1, we obtain

DN+1DN−1

D2
N

SN+1(ξ) +
(

∂λ ln
DN

DN−1

)
SN(ξ) + SN−1(ξ) = ∂ξSN(ξ). (B.20)

After dividing by SN(ξ), both sides of relation (B.20) are of order N in the large N limit;
matching terms leads to the following ordinary first order differential equation:

e2φeψ(ξ) + 2∂λφ + e−ψ(ξ) = ∂ξψ(ξ). (B.21)

Here the function φ is given by (B.14); explicitly, the equation reads

α2

sin2 α(λ − η)
eψ(ξ) − 2α cotα(λ − η) + e−ψ(ξ) = ∂ξψ(ξ). (B.22)

Due to (B.16) we need the solution of this equation such that expψ(ξ) ∼ ξ when ξ → 0.
The solution reads

eψ(ξ) = sinα(λ − η) sinαξ

α sinα(ξ + λ − η)
. (B.23)

Recalling formulae (A.8), (B.15), and (B.17), we therefore find that, as N → ∞,

ln Z̃N (ξ,0, . . . ,0) = N ln

(
ϕ(λ)

ϕ(λ + ξ)

sinα(λ − η) sinαξ

α sinα(ξ + λ − η) sin ξ

)
+ o(N). (B.24)

Finally, recalling that function ϕ(λ) is given by (2.14) and that function hN(z) is related to
Z̃N (ξ,0, . . . ,0) by (A.12), we readily obtain expression (3.11), which is thus proven.
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